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Figure 1: With Data Formulator 2, analysts can iterate on a previous design by (1) selecting a chart from data threads and (2)

providing combined natural language and graphical user interface inputs in the chart builder to specify the new design. The AI

model generates code to transform the data and update the chart. Data threads are updated with new charts for future use.

Abstract

Data analysts often need to iterate between data transformations
and chart designs to create rich visualizations for exploratory data
analysis. AlthoughmanyAI-powered systems have been introduced
to reduce the effort of visualization authoring, existing systems are
not well suited for iterative authoring. They typically require an-
alysts to provide, in a single turn, a text-only prompt that fully
describe a complex visualization. We introduce Data Formulator
2 (Df2 for short), an AI-powered visualization system designed to
overcome this limitation. Df2 blends graphical user interfaces and
natural language inputs to enable users to convey their intent more
effectively, while delegating data transformation to AI. Further-
more, to support efficient iteration, Df2 lets users navigate their
iteration history and reuse previous designs, eliminating the need
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to start from scratch each time. A user study with eight participants
demonstrated that Df2 allowed participants to develop their own
iteration styles to complete challenging data exploration sessions.
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1 Introduction

In data exploration [47], even when starting with an initial idea, an-
alysts often need to go back and forth exploring a variety of charts
before reaching their goals. Throughout this iterative process, an-
alysts often discover insights that lead them into new directions.
However, analysts need to tackle numerous execution challenges:
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in addition to varying chart specifications (as many current tools
facilitate), they need to perform and manage different data transfor-
mations to support the desired visualization designs. For example,
when exploring renewable energy trends, an analyst may find that
similar trends across countries make a simple line chart (Figure 1)
too dense for detailed comparisons. This observation prompts the
analyst to explore the renewable percentage trends of the top 5 CO2
emitters and how the rankings of these countries have changed
over time. To execute the plan, the analyst needs different data
transformations: the first requires filtering the data based on each
country’s total CO2 emissions, and the second requires partitioning
the data by year to compute each country’s ranking for that year.

Because data transformation can be difficult to learn and execute,
many AI-powered tools have been developed [2, 10, 31, 36, 57,
58]. These tools allow users to describe their goals using natural
language and leverage AI models’ code generation capabilities [1,
5] to streamline data transformation and chart creation. Despite
their success, current tools do not perform well in the iterative
visualization authoring context. Most of them require analysts to
provide, in a single turn, a text-only prompt that fully describes
the complex visualization task to be performed, which is usually
unrealistic for both users and models.

• First, even though free-form text prompts provide unbounded
expressiveness for users to describe their goals, they miss UI
interactions’ precision and affordances, making it difficult for
users to clearly describe complex chart designs. For example,
to fully elaborate a faceted bar chart design, the user needs a
verbose prompt to clearly specify visual encodings; without it, AI
models often misinterpret the intent and create undesired charts,
thus requiring further disambiguation efforts from the user. In
fact, writing high-quality prompts requires skill and effort. Even
with clear goals, inexperienced users sometimes find it difficult
to clearly describe their intent in texts [52, 69].

• Second, existing AI-powered tools do not accommodate branch-
ing or backtracking, behaviors that commonly occur in the it-
erative authoring process. Using single-turn text-to-vis tools
iteratively requires users to re-specify their intent from scratch
for each new design, even for minor updates. This also increases
the likelihood of the AI model failing, as it must solve a complex
task in a single attempt. While chat-based tools [31, 39, 72] sup-
port multi-turn interactions by reusing previous outputs, they
struggle with branching contexts. Users often find it difficult to
clearly specify which previous messages are relevant for the next
iteration. With poorly specified contexts, models may struggle at
retrieving important information from the lengthy conversation
history to complete the task [17, 26, 70].

To address these iterative chart authoring challenges, our first
key insight is to design a multi-modal chart builder that blends
the shelf-configuration UI [45, 58] with natural language (NL) input
to enhance users’ ability to structurally specify their chart designs.
Resembling traditional shelf-configuration UIs, the chart builder lets
user drag existing fields to corresponding visual channels to specify
visual encodings. Additionally, users can type in field names that
do not exist in the current data to express their intent for creating
a visualization that requires data transformation. Coupled with
a brief supplemental NL text that elaborates the design, the user

can effectively communicate their goal to AI. Since the system can
precisely extract chart configuration from the encoding shelf, the
user doesn’t need a verbose prompt to explicitly explain the design.
The AI model then leverages the combined inputs to generate data
transformation code to prepare the data required for the chart.

Our second key insight is to introduce data threads for users to
steer iteration directions. Data threads represent user’s non-linear
authoring history, allowing users to navigate to an earlier result,
fork a new branch, and ask AI to create charts based on that context.
This reduces users’ input overhead by allowing them to specify
incremental updates from a previous result (e.g., “show only top 5
CO2 emission countries’ trends”, Figure 1) rather than re-describing
the full chart design from scratch. This design also benefits the AI
models: the model can reuse previously generated code for new
tasks to avoid repeating past mistakes, and it remains free from
distractions caused by irrelevant messages from other threads. Data
threads also provide a shortcut for users to backtrack and revise
prompts to update recently created charts, allowing them to quickly
clarify ambiguous inputs or fix errors made by AI.

Based on these designs, we developed Data Formulator 2 (Df2 for
short), an AI-powered visualization tool for iterative visualization
authoring. 1 Df2 supports diverse charts powered by the Vega-Lite
grammar [49], and the AI model can flexibly transform data for
different designs, supporting operators like reshaping, filtering, ag-
gregation, window functions, and column derivation. Like other
AI tools [10, 58], Df2 provides users with panels to view gener-
ated data, transformation code and code explanations to inspect
AI-generated contents. To understand how our new interaction
designs benefit analysts in solving challenging data visualizations
tasks, we conducted a user study consisting of eight participants
with varying levels of data science expertise. They were asked to
reproduce two professional data scientists’ analysis sessions to cre-
ate a total of 16 visualizations, 12 of which require non-trivial data
transformations (e.g., rank categories by a criterion and combine
low-ranked ones into one category with the label, “Others”). The
study shows that participants can quickly learn to use Df2 to solve
these complex tasks, and the tool’s flexibility and expressiveness
allow participants to develop their own iteration, verification, and
error correction styles to complete the tasks. Our inductive analysis
of study sessions reveals interesting patterns of how users’ expe-
riences and expectations about the AI system affected their work
styles. In summary, our main contributions are as follows:
• We designed new interaction approaches, specifically a multi-
modal chart builder and a data threads view, to enhance users’
ability to specify chart designs and control iteration directions.

• We implemented these designs in Df2, an AI-powered interactive
tool that supports the iterative creation of visualizations requiring
data transformations.

• We conducted a user study that discovered data analysts’ different
iteration styles and rich experiences using our new interaction
approaches to complete iterative chart authoring tasks. We ob-
served that analysts developed different styles iterating with the
AI to perform data analysis, reflecting their personal experience
and expectation with the AI model.

1Data Formulator 2 is open sourced at https://github.com/microsoft/data-formulator

https://github.com/microsoft/data-formulator
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Figure 2: An analyst explores electricity from different energy sources, renewable percentage trends, and country rankings by

renewable percentages using a dataset on CO2 and electricity for 20 countries (2000-2020, table 1). The analyst creates five data

versions in three branches to support different chart designs. Df2 allows users to manage iteration directions and create rich

visualizations using a blended UI and natural language inputs.

2 Illustrative Scenarios

In this section, we describe scenarios to illustrate users’ experiences
for creating a series of visualizations to explore global sustainabil-
ity from a dataset of 20 countries’ energy generation from 2000
to 2020. The initial dataset, shown in Figure 2- 1○, includes each
country’s energy produced from three sources (fossil fuel, renew-
ables, and nuclear) each year and annual CO2 emission value (the
CO2 emission data only ranges from 2000 to 2019). We compare
different experiences and skills required for a data analyst, Megan,
to complete the analysis session shown in Figure 2 with different
tools, computational notebooks versus Df2.

Exploration with computational notebooks. To complete the
analysis in a computation notebook, Megan can use R libraries
ggplot2 and tidyverse. To use ggplot2 to create charts, Megan needs
to make sure that all data fields to be visualized on visual channels
(e.g., 𝑥,𝑦-axes, color, facet) are columns in the input data, thus,
Megan uses tidyverse to transform data when needed.

Figure 2 shows Megan’s data analysis session with three
branches. She starts with two basic line charts (chart 1○-A,B) show-
ing renewable energy and CO2 emission trends. Megan observes
that many countries’ CO2 emissions have increased despite in-
creased renewable energy use, prompting her to create a faceted
line chart (chart 2○) and visualize renewable energy percentage
trends (chart 3○). Discovering that renewable percentage is a bet-
ter indicator for global sustainability trends, Megan explores two
directions: creating a line chart of countries’ renewable percentage
ranks (chart 4○) and highlighting the top 5 CO2 emitters’ trends
(chart 5○) compared to global median values (chart 6○). Throughout
the process, Megan backtracks several times to fork new branches
from a previous version of data (e.g., charts 2○ to 3○, and 4○ to 5○)
and reuses existing results to create new charts (e.g., chart 6○ from
5○).
Implementing these charts requires considerable data prepara-

tion efforts. While basic charts can be created by mapping existing
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Figure 3: Df2 overview. Users create visualizations by providing fields (drag-and-drop or type) and NL instructions to the Chart

Builder, delegating data transformation to AI. Data View shows derived data. Users navigate data history and select contexts

for the next iteration using (the thread in use is displayed as local data threads). They refine or create new charts by providing

instructions in Chart Builder. The main panel provides pop-up windows to inspect code, explanations, and chat history.

data fields to visual channels (e.g., Year→ 𝑥 , Electricity from renewables

(Twh)→ 𝑦, Entity→color for chart 1○-A), more complex charts ( 3○- 6○)
require different data transformations. For example, Megan needs
to reshape the table with pivot_longer to merge energy sources into
a new field Electricity for the 𝑦-axis (chart 2○); to rank countries by
renewable percentage (chart 4○), she partitions the data by year
and uses rank; for charts 5○ and 6○, she computes the global median
using aggregation and merges the results with the previous table
to surface all necessary fields.

Exploration with Df2. Using Df2 to complete the same analysis
session, Megan’s experience is quite different. Instead of transform-
ing data and creating visualizations with code, Megan’s main task
is to describe visualization goals with UI interactions and NL inputs
and ask the AI model to realize them.

Megan starts with basic line charts to visualize trends of electric-
ity from renewables (Figure 2- 1○A). Since all three required fields
are available from the input data, Megan simply selects the chart
type “line chart” in the encoding shelf and drags and drops fields to
their corresponding visual channels (Figure 4- 1○). Df2 then gener-
ates the desired visualization. To visualize the CO2 emission trends,
Megan swaps the 𝑦-axis encoding with CO2 emissions (kt)→ 𝑦.

Megan now needs to create the faceted line chart to compare elec-
tricity from all energy sources, which requires new fields Electricity

and Energy Source. With Df2, Megan can specify the chart using new
data fields and NL instructions in the chart builder (Figure 3-2) and
ask the AI to transform the data. As Figure 4- 2○ shows, Megan first
drags and drops existing fields Year and Entity to the 𝑥-axis and color,

respectively. Then, she types in the names of new fields Electricity

and Energy Source in the 𝑦-axis and column, respectively, to indicate
to the AI agent that she expects two new fields to be derived for
these properties. Finally, Megan provides an instruction, “compare
electricity from all three sources,” to further clarify the intent and
clicks the formulate button. To create the chart, Df2 first generates
a Vega-Lite spec skeleton from the encoding (to be completed based
on information from the transformed data). It then summarizes the
data, encodings, and NL instructions into a prompt to ask an AI
model to generate data transformation code to prepare the data
that fulfills all necessary fields, which is then used to instantiate
the chart skeleton. After reviewing the generated chart and data,
Megan is satisfied and moves to the next task. Df2 also updates data
threads (Figure 3- 5○) with the newly derived data and chart. With
data threads, Megan can switch the iteration contexts to instruct
the AI model to create a new chart either from scratch or reusing a
previous result.

Megan proceeds to visualize renewable energy percentage. Al-
though it requires a different data transformation, Megan’s experi-
ence is similar to the previous one: she drags-and-drops Year and
Entity to 𝑥-axis and color (Figure 4- 3○), and enters the name of the
new field “Renewable Energy Percentage” on the 𝑦-axis. Since Megan
believes the field names are self-explanatory, she formulates the
new data without an additional NL instruction. Df2 generates the
desired visualization (Figure 5- 1○). To visualize the countries’ re-
newable percentage ranks, building on the previous data, Megan
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Figure 4: Experiences with Df2: (1) creating the basic renewable energy chart using drag-and-drop to encode fields; (2 and 3)

creating charts requiring new fields by providing field names and optional natural language instructions to derive new data.

Figure 5: Iteration with Df2: (1) provide an instruction to filter the renewable energy percentage chart by top CO2 countries, (2)
update the chart with Global Median? and instruct Df2 to add the global median alongside the top 5 CO2 countries’ trends, and (3)

move Global Median? from column to opacity to update the chart design without deriving new data.

adds a new field “Rank” to the 𝑦-axis and provides a short instruc-
tion. Because Megan builds the new chart on top of the previous
data (note that in Figure 4- 3○, the chart builder box is positioned
under the previous table-42 as opposed to energy.csv), the AI model
has more contextual information to correctly derive the renewable
percentage rank (Figure 2- 4○) despite Megan’s simple inputs.

Next, to visualize the renewable percentage trends of the top five
CO2 emitting countries, Megan decides to build on a previous chart
to avoid creating a verbose prompt from scratch. Megan first uses
data threads (Figure 3- 5○) to locate renewable percentage chart and
opens it in the main panel. On top of that, Megan provides a new
instruction below the local data thread, “show only top 5 CO2 emis-
sion countries’ trends,” and clicks the “derive” button (Figure 5- 1○).
Df2 updates the previous code to include a filter clause to produce
the new data and visualization (Figure 5- 2○). Finally, to annotate the
chart with global median trends, Megan forks a branch by copying
the previous chart, as the new chart requires different encodings
(and she wants to keep both visualizations available). Megan up-
dates the visual encoding by (1) typing in a new field name Global

Median? for column and (2) providing the edit instruction “include

global median as an entity” (Figure 5- 2○). Once she clicks the derive
button, Df2 generates the new chart (Figure 5- 3○). Upon inspection,
Megan prefers to change the visualization type, with global average
rendered in a different opacity as opposed to a different subplot.
Since these two charts require the same data fields, Megan doesn’t
need to interact with the AI model — she can directly update the
design through the UI: first selecting a new chart type “custom line”
(which exposes more chart properties than the basic line chart)
and moving Global Median? to the opacity channel. With all desired
charts created, Megan concludes the analysis session. Figure 3- 3○
shows all the data threads from Megan.

Comparison of experiences. These two tools offer different ex-
periences and skill requirements for Megan to execute the analysis.
However, both enable her to iteratively refine exploration goals
and explore different branches to uncover insights.

The main difference between the two experiences is data trans-
formation. In computation notebooks, Megan needs to prepare data
for design updates, even seemingly small ones (e.g., charts- 3○ and
5○). She must understand the data shape required and apply the
correct transformations (e.g., unpivot for table 2○, join and union
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for table 6○). Proficiency in data transformation is essential for cre-
ating rich visualizations. In Df2, Megan specifies high-level chart
designs, and the AI implements the transformations. Regardless
of the underlying data transformations, she conveys her intents
uniformly through visual encodings (UI) and natural language in-
puts. Because Megan can use the shelf-configuration UI to specify
chart design, the supplementary NL instruction is straightforward.
Though Megan doesn’t write code, Df2 provides artifacts like gen-
erated data, charts, and code with natural language explanations
for her to review. By lowering the implementation skill barrier, Df2
allows users to focus more on analysis planning and reasoning.

Computation notebooks naturally support reuse. Megan can
copy-edit previous code snippets or reuse variables to build new
charts. In Df2, Megan directs the analysis using data threads. Megan
can easily review the history and select previous results to instruct
the AI model to create new charts from those contexts. This simpli-
fies instructions to incremental updates, and the AI reuses previous
outputs to avoid mistakes. If undesired results occur, she can back-
track and revise inputs using data threads (Figure 3- 3○). Iteration
isn’t as easy with a chat-based tool. Iteration isn’t as easy with a
chat-based tool, where verbose prompts are needed to guide the AI
and avoid unrelated histories.

3 System Design

In this section, we present Df2’s system design. First, to enable users
to specify their intent usingmultiple paradigms (shelf-configuration
UI and NL inputs) Df2 decouples chart specification from data

transformation, solving them with template instantiation and
AI code generation respectively. Second, to support reuse, Df2
organizes the iteration history as data threads with data as

first-class objects. This enables users to either locate a chart from
a different branch and follow up or quickly revise and rerun the
most recent instructions leading to the current chart. We will next
detail how we implement these designs and explain how additional
features help users understand AI-generated results.

3.1 Composing charts from multi-modal inputs

Figure 6 shows how Df2 decouples chart design and data transfor-
mation to support blended input methods. Given a user specifica-
tion, Df2 generates the desired chart in three steps: (1) generate a
Vega-Lite specification from the selected chart type, (2) compile a
prompt and delegate data transformation to the AI, and (3) instan-
tiate the Vega-Lite specification with the generated data.
Chart specification generation. Df2 adopts a chart type-based
approach to represent visualizations, supporting five categories of
charts: scatter (scatter plot, ranged dot plot), line (line chart, dotted
line chart), bar (bar chart, stacked bar chart, grouped bar chart),
statistics (histogram, heatmap, linear regression, boxplot) and cus-
tom (custom scatter, line, bar area, rectangle where all available
visual channels are exposed). Each chart type is represented as a
Vega-Lite template with a set of predefined visual channels, includ-
ing position (𝑥 , 𝑦), legends (color, size, shape, opacity), and facet
(column, row) that are shown to the user in the chart builder. For
example, a line chart is represented as a Vega-Lite template { "mark":
"line", "encoding" : { "x": null, "y": null, "color": null, "column": null,
"row": null}}, and when the user selects line chart, channels 𝑥 , 𝑦,

color, column, and row are displayed in the chart builder. Chart
type-based design enable Df2 to support predefined layered charts
(e.g., ranged dot plot composed from line and scatter, Figure 7). Ad-
ditional chart types (e.g., bullet chart) can be supported by adding
Vega-Lite templates with respective channels to the library.

As the user inputs fields into the chart builder, either by dragging
and dropping it from existing data fields or by typing in new fields
they wish to visualize, Df2 instantiates the Vega-Lite template with
provided fields. For example, as shown in Figure 6- w1 , when the user
drags Year→ 𝑥 , Entity→ 𝑦 and types Rank in𝑦, the line chart template
mentioned above is instantiated with provided fields: if the field is
available in the current data table, both field name and encoding
type are instantiated (e.g., Year with the temporal type), otherwise
the encoding type is left as a “<placeholder>” to be instantiated
later when data transformation completes. The shelf-configuration
saves users efforts from writing prompts to explain complex chart
designs. For example, to create a ranged dot plot–layered chart
composed of scatter and line charts–the user only needs to fill the
required fields in the UI. Df2 then populates corresponding fields
in the predefined chart template (Figure 7).

Data transformation with AI. From the chart builder, Df2 as-
sembles a prompt and queries an LLM to generate python code
to transform data. The data transformation prompt contains three
segments: the system prompt, the data transformation context and
the goal (illustrated Figure 6- w2 ).

The system prompt describes the role of the LLM and the out-
put format. Besides generic role descriptions (i.e., LLM as a data
scientist for data transformation), the system prompt guides the
LLM to solve the data transformation task in two steps. First, the
LLM should refine the user’s goal and output as a JSON object that
elaborates intermediate and final fields to be computed from the
original data. Then, the LLM should generate a python snippet
following a provided template. The system prompt ends with an
input-output example that illustrates the process. The design ra-
tionale behind the “goal refinement” step is to allow the LLM to
reason about any potential discrepancy between users’ provided
fields and their instruction (e.g., users may ask about color by en-
ergy type but didn’t put “energy type” on the color encoding) and
determine the final list of fields to be computed. Df2 then assem-
bles context prompts that illustrate the data to be transformed,
explaining the data fields by showing the data type and example
values for each field, along with sample table rows. The data con-
text provides valuable information related to data formats (such
as data types, string formats, and whether columns contain null
values) to the LLM, ensuring that the generated transformation
code is executable on the given data. When a chart is specified
based on previous results, the dialog history between Df2 and the
LLM, including user instructions and previously generated code, is
appended in context. This way, even if users’ follow-up prompts
is short, the grounded contexts help the model understand user
intent and reuse previously generated code. Finally, Df2 assembles
a goal prompt, combining the NL instruction provided in the text
box and field names used in the encodings. When users skip an NL
instruction (Figure 4- w3 ), the instruction part is left blank. This goal
will be refined by the LLM (i.e., based on the system prompt) before
attempting to generate the data transformation code. With the full
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Figure 6: Df2’s workflow: (1) Df2 generates a Vega-Lite spec skeleton based on user specifications and chart type. (2) If new

fields (e.g., Rank) are required, Df2 prompts its AI model to generate data transformation code. (3) The Vega-Lite skeleton is

then instantiated with the new data to produce the desired chart.

Figure 7: Df2 converts user encodings into a Vega-Lite specification, which is combined with AI-transformed data to visualize

country ranks in 2000 and 2020.

input, Df2 prompts the LLM to generate a response. Below shows
the LLM’s refined goal for the task in Figure 6, and the generated
code is shown in Figure 6- w2 .
{"detailed_instruction": "Calculate the percentage of electricity generated

from renewables for each country per year. Then, rank the countries by
their renewable percentage for each year.",

"output_fields": ["Year", "Entity", "Renewable_Percentage", "Rank"],
"visualization_fields": ["Year", "Rank", "Entity"],
"reason": "To rank countries by their renewable percentage, we need to

calculate the renewable percentage for each country per year and then
determine the rank based on this percentage." }

Df2 then runs the code on the input data. If the code executes
without errors, the output data is used to instantiate the Vega-Lite
script generated in the previous step. This is done by first inferring
semantic types of newly generated columns (to determine their
encoding type), and then assembling the data with the script to ren-
der the visualization (Figure 6- w3 ). The generated code sometimes

causes runtime errors due to an attempt to use libraries that are
not imported, references to invalid columns names, or incorrect
handling of undefined or NaN values. When such errors occur, Df2
tries to correct the errors by querying the LLM with the error mes-
sage and a follow-up instruction to repair its mistakes [9, 38]. The
visualization is generated when repair completes. Df2 updates the
data threads upon creating the chart.

3.2 Data threads

Data threads visualize the analyst’s interaction history with AI,
allowing the analyst to control the iteration direction by selecting
which data or chart the AI model should use to generate new charts.
In data threads, each node represents a version of the data, and these
nodes are connected by edges that represent the user’s instructions
provided to the AI model for data transformation. Visualizations
are attached to the data from which they were created. Centering
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Figure 8: Data threads and local data threads (right). Users can select previous data or charts to create new branches, and the AI

reuses code for new transformations based on user instructions. The local data thread offers shortcuts to (1) rerun the previous

instruction, (2) issue a follow-up instruction, or (3) expand the previous card to revise and rerun the instruction.

the iteration history around data benefits user navigation because
it reflects the sequence of user actions in creating these new data.

When a user issues a follow-up instruction from an existing data
or chart, Df2 provides the previous conversation history to the
AI and instructs it to rewrite the code towards new goals. Each
time the user forks a new branch using data threads, the authoring
context switches automatically and is highlighted in the main panel
for the user’s awareness. This way, the AI model minimizes the
risk of incorrectly using information from other branches for data
transformation. As shown in Figure 8, the code and the conversation
history are attached to each data node. In our design, when the
user issues a follow-up instruction, the AI model generates new
code by updating the previous code (which may involve additions,
deletions, or both) to achieve the user’s goal. This ensures that the
code always takes the original data as the input, with all information
accessible. This way, whether the user wants to update the data
(e.g., “now, calculate the average rank for each country”), revise
the previous computation (e.g., “also consider nuclear as renewable
energy”) or create alternatives (e.g., “rank by CO2 instead”), the
AI model can achieve these tasks as it has access to the full dialog
history and the complete dataset. Note that an alternative design
where we only pass current data to the AI model and ask it to
write a new code to further transform it (i.e., reusing the data as
opposed to reusing the computation leading to the data) would not
be ideal. With access to only the current data, this approach cannot
handle “backtracking” or “generating an alternative design” styles
of instructions effectively.

During iteration, analysts need to both (1) switch to different data
or a chart far from the current one to explore a different direction
and (2) perform quick follow-ups or revisions of the latest instruc-
tion based on the latest data. To accommodate these different needs,

Df2 presents both global data threads and local data threads. For
global navigation, the key challenge is to help the user distinguish
the desired content from others. To address this, data threads are
located in a separate panel with previews of data, instructions, and
charts to assist navigation (Figure 3). This supports users’ differing
navigation styles, whether they want to navigate by provenance
(i.e., using instruction cards to locate desired data) or by artifacts
(i.e., using visualization snapshots to recall data semantics). Once
the user locates the desired data, they can click and open a previous
chart, displaying it in the main panel. Additionally, they can cre-
ate a new chart directly from the data Figure 8- w1 . In contrast, the
local data thread is designed as part of the main authoring panel
(Figure 3). It features a much-simplified view (i.e., hiding other vi-
sualizations created in this thread) to display a copy of the current
thread in use. The main goals of the local data thread are to provide
users with awareness of the current iteration context (so they don’t
need to cross-reference between the chart builder and the data
threads panels) and to offer shortcuts for quick revisions of recently
created charts. As shown in Figure 8, the user can perform three
types of revision tasks with local data threads: rerun the previous
instruction (e.g., when the AI produces an incorrect result and they
would like to quickly retry, w2 ), provide a follow-up instruction to
refine the data ( w3 ), and quickly open the previous instruction to
modify and rerun the command ( w4 ).
3.3 Assisting user to inspect and style charts

As an AI-powered tool, Df2 allows users to verify AI-generated
results and resolve AI’s mistakes. It displays the transformed data
and the visualization in the main panel and enables users to inspect
generated code, its explanation, and the raw chat history through
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Figure 9: Df2 provides explanations of the code generated by AI to assist users understand the data transformation. This

example is the explanation of the code behind table-56 in Figure 8.

pop-up windows (Figure 3). This design accommodates various user
verification styles [14, 57] such as viewing high-level correctness
from the chart, inspecting corner cases in the data, examining
the transformation output, and understanding the transformation
process through the code. Df2 utilizes a code explanation module to
help users understand the code, querying the AI model to translate
code into step-by-step explanations. Figure 9 shows the explanation
for the code behind table-56 in Figure 8. Expert users whowould like
to directly view the raw chat history between Df2 and the AI model
(e.g., to inspect the LLM’s raw reasoning process) can access this
information from the “view chat history” pop-up window. Note that
despite that data transformations generated in the later iteration
stages can be complex, users can verify its correctness against its
predecessor because Df2 users create visualizations incrementally.
This lowers users’ verification efforts, as found in our study in
Section 4. To fix errors, users can take advantage of the data thread’s
iterative mechanism to rerun, follow up, or revise instructions.

Benefiting from the decoupled chart specification and data trans-
formation processes, when users want to update visualization styles
(e.g., change color scheme, change sort order of an axis, or swap
encodings) that do not require additional data transformation, they
can directly perform edits in the chart builder. By updating channel
properties or swapping encoded fields, these updates are directly
reflected in the Vega-Lite script and rendered in the main panel.
Unlike interactions with AI, which may have a slightly delayed
response time, this approach allows users to achieve quick and
precise edits with immediate visual feedback to refine the design.

3.4 Implementation

Df2 is a React application with a python server for data transforma-
tion. Df2 has been tested with OpenAI models including GPT-3.5-
turbo, GPT-4, GPT-4o, and GPT-4o-mini. We used GPT-3.5-turbo
in our user study, and all but GPT-4 can generally response within
10 seconds. Df2 can sometimes be slow due to Vega-Lite rendering
overhead (e.g., large datasets with more than 20,000 rows, long data
threads with more than 20 charts). We envision that on-demand
re-rendering of charts can improve its performance.

4 User Study Design

To understand potential benefits and usability issues of Df2, as
well as users’ interaction styles, we designed a user study that

Figure 10: Participants’ self-reported roles, expertise in chart

creation, data transformation, programming, and AI assis-

tants (1=novice, 4=expert), task completion time, and hints

needed during study tasks.

asks participants to reproduce exploratory data analysis sessions
involving iteratively creating visualizations.
Participants. After piloting and refining the study design with
three volunteers, we recruited eight participants from a large com-
pany. Participants self-rated their skills (Figure 10) on a scale of 1 to
4 (“Novice,” “Intermediate,” “Proficient,” and “Expert”) in: (1) chart
creation – experience with chart authoring tools or libraries, (2) data
transformation – experience with data transformation tools and
library expertise, (3) programming, and (4) AI assistants – experi-
ence with large language models (e.g., ChatGPT [1]) and prompting.

Setup and procedure. Each study session, conducted remotely
with screen sharing, consisted of four sections within a 2-hour slot.
After introduction, participants followed step-by-step instructions
in the tutorial slides (∼25 minutes). Participants then completed a
practice task with the option to ask questions (∼15 minutes) to test
their understanding. Next, participants completed two study tasks,
with only clarification questions allowed – we recorded hints they
requested. The two study tasks involved creating 16 visualizations,
12 requiring data transformation. Participants were encouraged
to think aloud. We concluded with a debriefing to (1) compare
participants’ Df2 experiences with other tools, (2) understand their
strategies using Df2, and (3) gather impressions and suggestions
for improvements. Breaks between phases were encouraged.
Tutorial and practice tasks.We used the global energy dataset
(described in Section 2) for the tutorial and practice tasks. In the



CHI ’25, April 26-May 1, 2025, Yokohama, Japan Chenglong Wang, Bongshin Lee, Steven Drucker, Dan Marshall, and Jianfeng Gao

tutorial, participants followed detailed instructions to recreate the
six visualizations from Figure 2 (all but chart w4 ). In addition, par-
ticipants also learned to inspect results and work with the AI’s
mistakes. In the practice tasks, participants were asked to do simi-
lar analyses but focusing on the electricity from nuclear power, they
were further asked to create a bar chart to visualize the difference
of energy produced from nuclear power between 2000 and 2020 for
each country.
Study tasks. To focus on participants’ iterative chart creation pro-
cesses, rather than their ability to create a single chart or derive
insights from exploration, we used an exploration session repro-
duction approach. Participants were asked to reproduce two data
exploration sessions conducted by an experienced data scientist.
We wanted to see if participants could iteratively create charts with
Df2, without requiring them to come up with exploration objec-
tives on the fly (otherwise we would limit our participants to highly
skilled data scientists). We used two exploration sessions from
David Robinson’s live stream analysis of Tidy Tuesday datasets.

Figure 11- w1 shows the first data exploration session: given a
dataset on college majors and income data (173 rows × 7 columns),
participants were asked to create seven visualizations: two basic
charts and five requiring data transformation. These visualizations
progressively explored the top-earning majors and the relationship
between gender ratio and major salary. The process required par-
ticipants to derive new fields (e.g., gender ratio), filter data (e.g.,
top 20 earning majors), derive new data (e.g., derive top earning
major categories), and perform conditional formatting (e.g., color
by top 4 categories and "others"). We provided a task description
and reference chart (like chart reproduction studies in [44, 46]) for
all but the last two visualizations. Without reference charts for
the final two, we asked participants to verify correctness, probing
their verification strategies. We did not provide iteration directions,
letting participants develop iteration techniques.

Figure 11- w2 shows the second data exploration session: given
a movie dataset with budget and gross information (3281 rows ×
8 columns), participants created nine visualizations. These visual-
izations explored movies and genres with the highest return on
investment, comparing profit and profit ratios. Besides two basic
box plots showing budget and worldwide gross distribution, the
other seven charts required data transformation, including calcula-
tion and aggregation (average profit and profit ratio for each genre),
string processing (extract year for trends), filtering (year > 2000),
and partitioning and ranking (top 20 movies for each metric). We
hid references for the final two charts to probe participants’ verifi-
cation process. In the following, we use “chart-C𝑘” and “chart-M𝑘”
to refer to the 𝑘-th target charts in Figure 11 for the college and
movies datasets, respectively.

5 User Study Results

Here we report user study findings including users’ task completion
statistics as well as their prompting, iteration and verification styles.
We highlight user quotes and example prompts in this section.
Task completion. All participants successfully completed all 16
visualizations (Figure 10): participants took less than 20 mins on
average to finish the seven charts in task 1, and about 33 mins for
the nine charts in task 2. Since we let participants deviate from

the main exploration task (e.g., in task 2, P4 asked to sort the bar
chart for top profitable movies even though it was not required), the
recorded completion time is an overestimate of the actual task time.
During the study, six participants asked for hints to get unstuck
during tasks; we categorize them as follows:

• Task clarification: P1 didn’t realize that topmovies were restricted
tomovies after 2000; P4 and P6 required hints about the difference
between profit and profit ratio in task 2; P6 asked about whether
the 𝑥-axis should be Year or Date for movie profit trends.

• Data clarification: P6 an P8 were prompted to notice the differ-
ence between fields Major and Major Category in task 1.

• System performance: P5 encountered a performance issue when
they created large sized charts. Tn task 2, P5 created multiple bar
charts with Movie mapped to the 𝑥-axis, resulting in bar charts
containing 1300 categorical values. They were advised to reset
the exploration session and resume tasks.

• Chart encoding: P7 and P8 required hints on “why the chart
didn’t render color legends” when they didn’t put a field in the
color encoding; they expected to specify it only in NL input but
not in the concept encoding shelf. 2

During the debriefing, participants commented that these tasks
would be much more difficult to complete with tools they are fa-
miliar with. P1, a programming expert, mentioned that they were
“obviously much faster” with Df2 as it helped with data transfor-
mations. When asked about their experience comparing against
chat-based AI assistants, participants noted (1) the iteration support
makes it easier to create more charts and (2) the UI + NL approach
in Df2 is more effective for communicating intent structurally. For
example, P2 mentioned “with ChatGPT, I would have to put a bit
more effort to specify the instructions to get what I want, iterations
here is much faster with UI.” P4 mentioned that “with ChatGPT, you
need to give much more context, I need to describe in detail about what
x,y-axes should be, but here I can just provide with UI,” and further
commented that UI + NL “helped me in framing and structuring the
different transformations that we need to do to get to that end result.”

Iteration styles. Participants developed their own iteration styles
working with Df2–Figure 12 illustrates their organization of data
threads in their workspaces upon completing the study tasks. Al-
though our participant pool of 8 did not encompass all possible
users’ data exploration styles with Df2, we observed surprising
behavior clusters and distinct approach differences. We characterize
participants’ iteration styles based on their preferences between
“wider” versus “deeper” tree structures, “backtrack and revise” ver-
sus “follow up” for providing new instructions to the AI, as well as
their preferences for including intermediate tables in their threads.

(Wide versus deep tree organizations): From the high-level organi-
zation of data threads, one group of participants (P1, P3, P5, P7,
P8) preferred to branch out more often with shorter data threads
than the other group (P2, P4, P6), who preferred to create fewer but
longer data threads instead. P1 explained that their preference of
more branches with shorter data threads came from their coding
style of “creating as many as transformation as I can from one single

2In the study version, Df2 didn’t include the feature of resolving conflicts between
the users’ NL and encoding shelf inputs. This feature was introduced later.
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Figure 11: The dataset and tasks in our user study. (1) Dataset 1: Understanding top earning majors and the relation between

salary and women percentage. (2) Dataset 2: Exploring movie genres with best return-on-investment values (profit vs. profit

ratio) and top movies. The branching directions are added for illustration; participants developed their own iteration strategies.

We refer to these target charts as C1-7 for the college dataset and M1-9 for the movies dataset.

table without generating derived tables” to keep the system’s mem-
ory usage minimal and keep the workspace “terse.” On the other
hand, P2, who preferred longer data threads, mentioned “I definitely
like to be able to just work on top of that and like going forward by
just giving a new prompt, because it remembers the context prior to
the last one. It ends up generating the right data and visualization.”
P2 further commented that “going back created too much branching”
and they preferred to use longer threads to just provide updates for
“smooth train of thoughts.” To effectively work with long threads,
P4 organized their exploration process thoughtfully, as they were
“using the prompts as my anchor, so, when I wanted to figure out
where I wanted to go, it was the prompts that I was looking for.”

(Backtracking versus following-up):We observed interesting patterns
in participants’ preferences when creating new charts or correcting
unexpected results: some preferred revising previous instructions

(evident from workflows with more self-loop arrows), while others
favored following up (characterized by more forward arrows and
intermediate gray data nodes). The first group, represented by P1,
P2 and P3, preferred to go back and re-issue prompts, either to
enrich the previous data to support multiple target visualizations
(indicated by yellow nodes with multiple target charts), or to update
the data to correct unexpected results. For example, when P1 and
P3 worked on coloring the top 20 earning majors with their major
categories (chart-C4 in Figure 11), they revised the previous prompt
(“show only top 20 majors based on median salary” → “show only
top 20 majors based on median salary, include major category” by P1)
to include Major_Category so that both old and the new charts can
be created from the same data. To correct a mistake they made in
creating chart-M7 (they forgot to instruct the AI to show only top 20
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Figure 12: Participants’ workflow for study tasks in Figure 11 (C1-7 for college, M1-9 for movie). Each node represents a

data table version, with blue for initial datasets, yellow for data tables instantiating (one or multiple) target visualizations

in Figure 11 (number 𝑖 in the node indicate the 𝑖-th target visualizations for the given dataset), and gray for others. Self-loop

arrows indicate prompt revisions and data table updates (‘×2’ indicates two revisions).

movies), P3 chose to go back and revise their previous prompt (“cal-
culate the profit ratio per movie (worldwide_gross/budget) after 2000”
→ “calculate the profit ratio per movie (worldwide_gross/budget)
after 2000 and display the top 20 higher profit ratio movies” ). P1
commented that “I don’t like to pollute my workspace” and “I like
to keep my workspace as clean as possible.” P3 mentioned that their
preference of revision came from the concept of building a “global
expanded dataset” so that “[when I] need to calculate the new thing
or see a new visual I can come back to the new expanded data set.”

On the other hand, another group, represented by P4, P5, P6,
and P7, preferred not only to issue follow-up instructions for new
charts but also to provide updates with very brief instructions at
each step, creating many intermediate nodes along the way (gray
nodes in Figure 12). For example, P5 created chart-M7 (top movies
with highest profit ratio colored by genre) in five steps: “filter movies
after year 2000” → “show top 5 highest profit ratio” → “bring back
movie” (i.e., the Movie field) → “show top 10” → “calculate profit
ratio,” creating four intermediate nodes. P5 noted that “probably
redoing would make sense, but if I can think that I can build on top of
that, there is no value for me to go back and start from that, [which]
kind of nullify these things [I have done],” as they preferred to keep
their work around. P6 mentioned that they adapt their iteration
style based on the type of mistakes they encountered: “if it is some-
thing intermediate where I’ve made the mistake, I’ll go [create a new
instruction] and fix the previous step” but when it “is a totally new

kind of visualization I have in my mind” or “if it is something I missed
altogether, I will just cancel the whole thing and start from scratch.”

(Choices of data to iterate on): Participants had different strategies
deciding which previous data/charts to use to create new charts.
P1 chose to derive the new chart from a previous chart that shares
similar visual design. For example, P1 created chart-M9 from M7
since they are both bar charts showing top ranked movies, despite
one is based on profit while another is based on profit ratio. In a
different fashion, P2, P4 and P5 often branch out based on similarity
of computations used. For example, P2 created chart-M7 about
movies with highest profit ratio based on chart-M6 showing profit
ratio trends for each genre over time, as they shared the same
computation “profit ratio.” P2 explained their data-centric approach
was because they “prefer to have more control over the data as op-
posed to the chart later on.” They also appreciated that Df2 “sort of
brings together both data-centric and chart-centric people.”
Prompt styles. Prompts created by participants are all short (less
than 20 words). We observed that participants created diverse styles
of prompts, both in terms of how they phrase the instruction (e.g.,
question, command) and the subject they asked (e.g., describing
expected visual output or output data property, providing compu-
tation formula). The most common style of prompts is imperative
commands, that either describe the transformation to be conducted
or the property of the desired output. For example, to filter top
earning movies, participants used prompts “show only top 20” [P6]
and“filter top 10 movies based on median profit” [P5]. Participants
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also used command-style prompts for describing computations (e.g.,
“calculate ratio of worldwide_gross by production_budget” [P5]) and
for visual updates (e.g., “color by major category” [P8]. We also ob-
served that some participants prompted with questions (e.g., “can
you show only the top 5 countries in terms of increases?” [P7]), or
prompted in a chat style (e.g., “Good. We need to now find the Median
profit ratio each year for each genre” [P2].

One participant, P5, had a distinct prompting style, that directly
asked the AI to add, mutate, or retrieve columns on top of the pre-
vious data. For example, P5 asked “bring back major category” to
create chart-C4 from C3, “divide by 100,000” for updating profit
units, “bring back release_date” before they used a follow-up com-
mand “show only year greater than 2,000” to filter movies by date.
P7 preferred to use more verbose prompts to reiterate the com-
putation they intended to achieve whenever they mentioned the
concept. For example, to ensure that the AI would not interpret
the computation differently, they copy/pasted the formula to the
prompt whenever they mentioned profit ratio — “median profit
ratio (worldwide_gross/production_budget) by year and by genre.”
P6, on the other hand, preferred to use no additional prompts and
provided more descriptive field names. For example, to create chart-
C5, they mapped “percentage_of_women_of_Total_Men_and Women” to
𝑥-axis, Median_Salary to 𝑦, and provided no prompt in the input box.
In fact, we observed that Df2 can reliably transform data with self-
explanatory field names (e.g., “renewable energy percentage”, “women

percentage”, and “difference between 2020 and 2000”) without any ad-
ditional prompts. Some participants’ preference for using shorter
names and additional (short) prompts was “to minimize the error
space [for AI]” [P7].

Verification. To proceed through iterative exploration, or repeat/-
correct a step, participants needed to understand the chart and
verify that the transformation was performed correctly. Most of
the time, participants spotted unintended output easily through
incorrect patterns in rendered visualizations. This happened espe-
cially when there were differences in visual encoding (e.g., when P5
incorrectly mapped release_date to the 𝑥-axis instead of year on chart-
M5), cardinality (e.g., when P6 incorrectly asked the AI to color the
bars by major instead of major_category for chart-C6), or high-level
patterns (e.g., when P7 requested women versus median_salary for
chart-C7, leading to results based on the count of women instead
of the percentage). When the transformation is straightforward,
participants visually inspected the chart and data to verify cor-
rectness. For example, after P3 asked “filter the year after 2000” to
show only profit ratio trends for movies after 2000 (chart-M8), they
checked the 𝑥-axis domain and compared the generated chart with
the pre-filtered one. Similarly, after P2 input “filter results to top
20 by major” to find the highest earning majors (chart-C5), they
referred to the previous chart with all of the majors’ median salary

sorted to check filtering correctness.
To check whether unobvious computations were done correctly

(e.g., whether the LLM computed profit ratio correctly), different
participants’ background impacted how they validated the results:
participants either referred to (1) explanations of the code, (2) the
actual code (even if they are non-python programmers), or (3) values
in the result table to check correctness. P3 mentioned “as an expert,
I like to see the prompt to the model, and then the code generated;

but as a business user, I would imagine using more data, chart, and
explanations.” while P4 commented “[explanation] steps were really,
really helpful in terms of figuring out whether it is doing the right
thing as to what I’m asking it to do. That and also the data chart
underneath.” P7 noted that, for trust, the definition of a new field
is more crucial than the actual code: “I just want to make sure that
definition, like profit ratio, when I check in, I only look at those defini-
tions if they are correct. I’m less worried about the real coding piece.”
Thus, they use code explanations frequently to check definitions.
Meanwhile, P7 stated that they felt some pressure from the study
environment not to spend too much time understanding code for
which they were not familiar with, but they would trust code more.
We also observed participants who developed trust in a workflow
(by examining code and data tables) when it was straightforward,
and then, they assumed the more complicated transformations built
on top of these steps worked.
Additional Feedback. Several users noted potential improvements
of Df2. P1 commented on how small interface variations might
give different affordances. For instance, “if there was a large view for
data threads, it would encourage me to do more transformations and
do more branching.” P3 mentioned that they prefer the AI to ask the
user to disambiguate when the intent is unclear rather than trying
to solve the task with unclear specification. P7 used instructions
that were very detailed and sometimes incorrect, which in turn,
made iteration more difficult, since it was difficult to incrementally
modify these instructions. We discussed the potential of having
templates or AI feedback for instruction crafting to reduce errors.

6 Discussion and Future Work

Supporting recommendations in exploratory analysis. Df2
focuses on visualization authoring, where an AI completes tasks
needed to achieve a user’s intended action.We envision that Df2 can
be enhanced with recommendation capabilities like Voyager [65],
Draco [35], and Lux [25] for suggesting visualization goals to help
users “cold start” their analysis. Df2’s designs can benefit user ex-
periences with visualization recommendation tools in two ways.
First, because Df2 supports visualization beyond initial data for-
mats, it overcomes the limitation of most existing tools, which
only consider fields in the input table for recommendation. Second,
Df2’s data threads provide a natural way for users to follow up the
system’s initial recommendations, either to dive deeper into an ex-
ploration direction, revising suggested charts, or to ask for different
recommendations. To achieve this, we can add a recommendation
component that can suggest a list of fields to be explored and let
Df2 prepare data to surface the fields and create visualizations. The
initial recommendation of the fields of interests can be generated ei-
ther automatically from the analysis of input data characteristics or
in a mixed-initiative approach, i.e., leveraging AI to generate them
using a high-level natural language instruction provided by the
user — these fields do not have to be fields in input data, as Df2 can
transform the data to derive them from existing ones. While Df2’s
data transformation ability can extend the visualization exploration
space, thus bringing in more potential insights to be discovered, it
also increases the chances of suggesting field combinations that
are either trivial, distracting, or even biased. Therefore, as part of
future work, it would be valuable to explore ways to support visual
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recommendation in a larger exploration space, especially manag-
ing and communicating exploration paths to the user to prevent
unintentional bias towards an undesired direction.
Coordinating data transformation and chart editing. Df2
derives new data based on users’ inputs to instantiate the chart
design, but it does not modify the chart itself (represented as a
Vega-Lite specification). When the user wants to refine the chart
design (e.g., updating color scheme or 𝑥-axis ordering), they edit
it through GUI widgets in the encoding panel after the chart is
created. This design leverages the natural and precise nature of UI
updates, providing immediate visual feedback [55]. It also utilizes
current models’ strengths in data transformation for more reliable
outputs [12, 24]. In contrast, current models perform less effectively
in editing charts or generating charts from data based on NL in-
structions, even when the data is prepared [6]. Despite this, some
participants in the user study showed interest in asking Df2 to
perform chart edits within the chart builder alongside data transfor-
mation. A potential solution is an agent-based system [66, 71] that
plans whether to transform data, edit the chart script, or both based
on user inputs, and dispatches agents to handle these tasks. The key
challenge is managing response time and maintaining reliability, as
AI agents often require multiple interactions to reach consensus.
Asking users to clarify ambiguous inputs. Df2 adopts a gen-
eration verification approach: AI attempts to complete the user’s
request, and the user inspects the result to provide follow-up in-
structions. This interaction loop is enhanced by Df2’s local data
thread design. There is an opportunity to make AI more proactive,
such as actively seeking clarification from users when their inputs
are ambiguous, before attempting to solve the task. This could re-
duce users’ verification and revision efforts. For example, when the
user issues an unclear request (e.g., “show top 5” ), the system can
first analyze the goal, and then either present a refined goal for
confirmation (e.g., “do you mean top 5 by renewable percentage?” )
or ask the users to clarify their intent (e.g., “what criteria should be
used for ranking?” ). This proactive approach could also promote
users’ trust in the AI system. It is an interesting research direction
to explore ways to prompt or train AI models to ask only necessary
clarification questions, preventing users from being overwhelmed
with low-level questions that might interrupt their workflow.
Study limitations. In our user study, we used the reproduction of
professional data analysts’ exploration sessions as the study tasks,
rather than asking participants to perform free explorations. This
choice was made to minimize the impact of participants’ data anal-
ysis skills on their experience with Df2, as our goal was not to
assess their exploration skills. A follow-up study, where partici-
pants perform open exploration with their own data, can further
investigate how Df2 can assist analysts with planning during ex-
ploration. In addition, as a limitation of our lab study, we could not
capture users’ longer-term learning effects. A future longitudinal
study could further investigate how users’ expectations with Df2
change over time and how this affects their specification styles and
iteration strategies.

7 Related Work

Compared to its predecessor, Data Formulator [58], Df2 has tran-
sitioned from a single-turn chart authoring tool into an iterative

visualization tool designed for data exploration. Concretely, Data
Formulator [58] is a single-turn authoring tool that leverages differ-
ent authoring paradigms for various types of data transformations.
It uses programming-by-example for table reshaping and employs
LLMs to generate code for single column derivation. However, users
may struggle with choosing the appropriate paradigm for the re-
quired transformations. Df2 unifies the interaction paradigms with
a blended UI and natural language input design, supporting itera-
tive authoring. This allows users to build new charts from previous
ones with minimal additional specification. Df2’s new interaction
approaches not only broaden the expressiveness of supported data
transformations but also reduce the users’ specification overhead.
We next illustrate related work on chart authoring, data transfor-
mation, and data exploration tools that inspired the design of Df2.

LLM-powered visualization tools. Large language models’ code
generation ability [1, 5, 29, 54] motivates the designs of new AI-
powered visualizations tools [11, 31, 53, 58] that allows users to
create visualization using high-level natural language descriptions.
For example, LIDA [10] can summarize data and use LLM to gen-
erate python code to generate visualizations. Because LLMs can
struggle in understanding complex chart logic, ChartGPT [53] de-
composes visualization tasks into fine-grained reasoning pipelines
(e.g., column selection, filtering, chart type selection, visual en-
coding), using chain-of-thoughts prompting [59]. As single-turn
interactive tools, they are not suitable for iterative analysis. For
multi-turn interactions, users can directly chat with LLMs in Code
Interpreter [1] or Chat2Vis [31]. Code Interpreter equips the LLM
with a Python interpreter so that the model can generate and exe-
cute code to transform data and create charts; Chat2Vis includes
visualization-specific prompts to help the model generate visualiza-
tions more reliably. Since these tools organize the dialog linearly,
users need to put in extra effort to clarify the context when there
are branches, to reduce the chances of models applying incorrect
contexts and making mistakes in the new task [17, 26, 70].

Df2 is also an LLM-powered tool that shares similar prompt
designs to LIDA and Chat2Vis (e.g., the use of data summaries)
and supports NL interaction. The key difference is that Df2 blends
UI and natural language inputs for chart specification, balancing
precision and flexibility, rather than requiring users to describe ev-
erything in text. Df2’s data threads generalize linear contexts used
in existing dialog systems, allowing users to control the iteration
direction by providing authoring contexts to the AI model.

Other AI and synthesis-powered tools. Besides LLM-powered
tools above, neural semantic parsing [7, 34, 36], and program
synthesis-based tools [57] have also been developed to address the
visualization challenge. For example, NL4DV [36] and NcNet [30]
leverage recurrent neural networks trained to translate NL queries
into charts. NL2Vis [67] and Graphy [7] use a semantic parser
to extract entities from the user’s NL query and apply program
synthesis algorithms to compose charts. Unlike LLMs, these tools
are more restrictive in the supported data transformations and
chart types, requiring very specific chart descriptions from the
user. While programming-by-examples (PBE) techniques are devel-
oped to tackle data reshaping challenges in chart authoring (e.g.,
Falx [57] and Data Formulator [58]’s reshaping module), users need
to prepare low-level examples to demonstrate the transformation
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intent, which deviates users from the high-level visualization work-
flow. For disambiguation, DataTone [13] introduces disambiguation
widgets for users to experiment with different entity extraction
outputs for the generated query, and users can inspect paraphrased
queries (in NL) to resolve ambiguity; Falx [57] previews charts from
multiple versions of data consistent with user examples. Benefiting
from the use of LLMs, Df2 is more expressive. Inspired by how prior
work displays candidate results and explains code to help users
understand system outputs [13, 14, 58], Df2 displays generated
code, data, chart and code explanation to assist user inspection.

Visualization grammars and tools. The grammar of graph-
ics [64] inspired many modern visualization grammars (e.g., gg-
plot2 [61], Vega-Lite [49], Altair [56]), where visualizations are
mainly described bymappings from data columns to visual channels.
Comparing to more expressive languages like D3 [3] and Atlas [27],
high-level grammars hide the computation process of linking data
items to visual objects to reduce visualization effort. Powered by
these high-level grammars, interactive tools like Lyra [48], Data
Illustrator [28], Charticulator [45], Tableau [51]) have been intro-
duced, where users leverage the shelf-configuration interface to
specify visual encodings. To reduce authoring efforts, tools like Voy-
ager [65], Lux [25], and Draco [35] leverage rule and logic-based
recommendation techniques to suggest visualizations from users’
partial chart specifications. For example, Voyager lets users put
a wildcard field into an encoding slot, and then automatically in-
stantiates the wildcard field with different existing fields from the
table, to produce interesting charts for users to explore. Note that
these tools all require tidy input data [62], where all fields to be
visualized should be data columns. Thus, users need to learn to use
data transformation tools to prepare data [8, 18–20, 22, 40–42, 63].

Df2 benefits from Vega-Lite’s expressiveness to support rich
visualization designs. Df2 inherits the shelf-configuration design
from existing interactive tools and enhanced it with NL inputs for
users to create charts that require data transformation. While Df2’s
custom fields resemble wildcard fields in Voyager [65], they are
semantically different: a custom field is for a field that users desire
to visualize but not yet exist in the current table, requiring data
transformation to surface, while a wildcard field refers to a field
in the current table that the user does not specify explicitly. There
is potential to unify these two as “wildcard custom fields” so that
the system can recommend unspecified fields beyond the available
fields in the current data (leveraging data transformation), which
would broaden the exploration space.

Exploration history. Graphical history [16] and data prove-
nance [4] are essential in visualization authoring, especially in
exploration tasks where branching and iterations are common. In
computation notebooks, the exploration history is organized based
on code blocks [33, 37]. Data transformation tools like somnus [68]
and Tableau Prep visualize data provenance based on transfor-
mation operators. Directed-graph models [23, 50] based on visual
similarity are also used for visualization organization. To assist data
scientists manage (messy) programming histories in computation
notebooks, Verdant [21] introduces a design that visualizes users’
edit histories of notebook and artifacts, allowing them to revisit
different versions of the notebook; code gathering tools [15] lever-
age data dependency to extract a clean and minimal code snippet

from a notebook that can reproduce a variable of interest. To sup-
port the management of different versions of code snippets created
during the ideation process, Variolite [21] allows users to explicitly
create branches when experimenting different implementations of
a function and to switch among them later on.

Df2’s data threads draw inspiration from these systems. The
key difference is that data threads are designed for users to steer
iteration directions by providing authoring contexts with AI. This
approach organizes history around high-level user interactions
with AI and hides operator-level details. We characterized users’ in-
teraction strategies based on their exploration tree [60]. Provenance
management techniques for notebooks can be applied to manage
long data threads users created across different sessions (e.g., com-
pressing long data threads into shorter ones with summaries). In
the future, Df2 could render data threads as hierarchical trees [23]
to support navigation of large data threads in multiple granularities.
Additionally, it could incorporate version toggles, similar to Vario-
lite, allowing users to explore different versions of generated code
more compactly, rather than presenting all exploration branches as
separate data threads.

Multi-modal interaction. Despite natural language providing
flexible and expressive interactions between human and AI, NL-
only interaction is not always optimal for the users to clearly convey
their intent, especially for conveying designs pictured only in the
user’s mind. To address this limitation, multi-modal models like
ChatGPT [1] and Gemini [43] have been introduced, allowing users
to provide audios and images in their conversation with AI. New
interactive tools are also developed to support multi-modal inter-
action. For example, DirectGPT [32] allows users to directly point
and click on a canvas to specify contexts or objects that NL instruc-
tion is based on to reduce prompting effort, Mage [22] provides
interactive widgets for users to control content in notebook, and
DynaVis [55] generates UI widgets dynamically based on user’s NL
inputs for chart editing with LLMs so that users can explore and
repeat edits and see instant visual feedback from edits. Df2’s chart
builder bridges the precision and affordance of GUI interaction with
flexibility of NL inputs and thus exploits a multi-modal UI design
for visualization authoring.

8 Conclusion

Visualization authors often create visualizations iteratively, alter-
nating between data transformation and visualization steps. This
process requires proficiency with tools and considerable effort to
manage various versions of data and charts. Although AI-powered
tools aim to reduce user effort, they fall short for iterative analysis,
expecting users to specify their intent at once with NL inputs. We
present Df2, an interactive system for iterative visualization author-
ing. Df2 features a multi-modal UI that allows users to specify visu-
alizations using a blend of UI and NL inputs, enabling users to con-
vey complex designs more precisely without verbose prompts. To
help user manage iteration directions, Df2 introduces data threads
for users to navigate, branch, and reuse previous designs. In a user
study with eight participants reproducing two challenging data
exploration sessions consisting of 16 visualizations, we observed
that Df2 enabled participants to develop their own iteration and
verification strategies confidently with minimal hints.
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